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Abstract-The motivation of designing asynchronous memory arises from the recent development of asynchronous processors. As different from the conventional design, the proposed asynchronous static RAM can 1) communicate with other asynchronous systems based on a four-phase handshaking control protocol and 2) generate the read/write completion signals with increased average speed by the variable bit-line load concept. The techniques investigated include 1) dual-rail voltage sensing completion detection for read operation and 2) multiple delays completion generation for write operation. In this paper, the performances of these techniques are evaluated for 1-Mb memory with four regions of bit-line segmentation. The simulated and measured results are presented and compared.





Index Terms-Asynchronous, memory, self-timed systems.





1. INTRODUCTION





Over the past few decades, numerous researchers have been working in the field of asynchronous design [l]-[5]. Asynchronous design is attractive due to its potential advantages over synchronous design [1]. These include no clock skew, low power consumption, average-case instead of worst case performance, and ease of global timing issues. In general, for an asynchronous system, there is no global clock governing the timing of the state change so that subsystems exchange information at mutually negotiated times. This results in significant simplification of the data-processing circuit. On the contrary, the difference in operating speeds of subsystems complicated the control circuit. Therefore, the asynchronous system tends to have simpler data-processing circuitry but more complex control circuitry than the synchronous equivalence. Although there are many methods to design an asynchronous system, the controlling schemes differ only in dual-rail encoding or bundled data approach, with either transition or level sensitive signals [6]. Generally, dual-rail encoding is used for delay insensitive circuits whereas bundled data approach is used for speed insensitive circuits. Transition control is more complex than level-sensitive control, but level-sensitive circuits need to be reset at the end of each operation. To design an asynchronous system, one has to be very careful about the race and hazard problems [7], which can always be solved by suitable state assignments and by adding redundant states.


The motivation of designing asynchronous memory originates from the recent development of various types of asynchronous processors. For example, Garside [8] had developed a CMOS self-timed arithmetic logic unit as part of the ARM microprocessor. Also, Muscato and Albicki [9] had developed a CMOS locally clocked sequential microprocessor. Moreover, Tierno et al. [10] had implemented a 100-MIPS GaAs asynchronous microprocessor. In addition, Chang and Lu [1 1] had implemented a static multiple instruction stream/multiple data stream data-flow processor using micropipelines. Therefore, there is a need to design a memory block for these asynchronous processors.


There are many ways to design an asynchronous memory. In the Turing Award lecture "Micropipelines" [12], Sutherland proposed the use of micropipelines in memory design. However, the controlling scheme is complicated and may not be readily used by other asynchronous systems. Also, the read/write completion signal generations limit the potential speed improvement of asynchronous designs. We are going to improve these in the new design. The block diagram of a 1-Mb static RAM (SRAM) in Fig. I provides the general structure of the proposed design. The design is speed insensitive, and a bundled data approach has been used. Basically, apart from the control circuit, the read/write completion circuits, and other small additions, it is the same as the conventional SRAM architecture [13]. With the new architecture and the four-phase control circuit shown in the diagram, the design can communicate with other systems according to the four-phase handshaking control protocol. We have also devised a method to differentiate the time to access memory cells at different locations. With the read/write completion circuits, the system is able to generate the true completion signals once the read/write operation is finished so that the average speed performance is improved.


A brief introduction has already been given. The methods of read/write completion signals generation are explained in Section II. The implementations of the proposed techniques for 1-Mb SRAM are described in Section III. The simulated results are presented in Section IV. The test chip and the measured results are described in Section V. The comparisons of the proposed techniques and some possible further developments of the proposed system are discussed in Section VI. Last, the achievements are summarized in Section VII.





II. METHODS AND SCHEMES





To ensure that an asynchronous SRAM will work properly, the time taken to generate the acknowledge signal initiated by a request input must be long enough to complete either a read or a write memory access. In conventional memory design, this time is dominated by the loading on the bit line, which is a very long track. Since this bit line is fixed and its loading is predictable, the memory access time is pretty constant and is easily emulated by a fixed delay element. In our proposed design, a simple method is introduced so that a different bit-line load is seen by memory cells at different physical locations. Since the access time is no longer a constant, some schemes to detect the completion of the read and write operations are necessary.

















Fig. 1. Block diagram of the proposed asynchronous memory.





We have investigated the dual-rail voltage-sensing completion detection (DVSCD) scheme for read completion signal generation. It is chosen because the data are dual-rail encoded internally for memory circuits. Also, this method requires only standard logic components to form the completion detection circuit, which is easy to implement. The DVSCD circuit is shown in Fig. 2. The sense amplifiers used are identical to the data sense amplifier described in [13] and [16]-[22]. When the bit-line pair is precharged to VDD, the output of SAs and SABB are pulled LOW and VCOMP is pulled HIGH. After precharge, the memory-cell content is sensed by the data sense amplifier as well as SAa and SAss- When the data sense amplifier has finished sensing, the output of either SAs or SABB will be pulled HIGH since either one of the bit lines will be pulled down. At this time, VCOMP will be pulled LOW, which signifies the read completion.


The same scheme cannot be applied in the write operation. Since the critical circuit is the memory cell, it is difficult and impractical to add a sensor to each memory cell to perform the sensing and to generate the completion signal. We have investigated the multiple delays completion generation (MDCG) scheme for the write completion signal generation. If the bit-line load can be made variable by breaking the bit line into segments, a unique worst case delay for each segment can be used to generate the write completion signal during each cycle. Therefore, the average write time is reduced when compared to the conventional method of using one single delay. The MDCG circuit is shown in Fig. 3. Each delay generator will generate the worst case delay for the corresponding segment. At the start of each write cycle, the address bits of the target memory cell are input to the segment decoder. The segment decoder then selects the appropriate delay for that particular segment. When the request signal is enabled, the write completion signal is generated by the appropriately delayed request signal.

















Fig. 2. DVSCD read completion circuit.








III. DEMONSTRATION DESIGN





In any memory design, the organization of the memory-cell matrix dictates the tradeoffs among size, speed, and power. A square matrix with the same number of memory cells connected in a row and in a column is usually the optimum. This is the assumed organization in a I Mb SRAM design, Fig. I, used as a demonstration of the techniques discussed in the previous section. The 1-Mb SRAM is chosen because this memory size 1) is large enough to demonstrate the advantage of variable bit-line load and 2) is a basic unit in building SRAM systems: a larger memory system can be designed by cascading several blocks.
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Fig. 3. MDCG write completion circuit (four regions).








The simple method to achieve variable bit-line load is by breaking the bit line into segments through the insertion of pass transistors or transmission gates. A seemingly possible alternative is to further divide a column/bit line by multiplexers. However, this in effect changes the memory organization into more columns and will fundamentally alter the tradeoffs among size, speed, and power. In the demonstration design, the bit lines are divided into four segments as shown in Fig. 4. Therefore, the entire memory matrix is broken into four regions of access controlled by the AO and A I address lines. Theoretically, the more segments in a bit line, the higher the access time that can be resolved to achieve a higher average speed. However, the insertion of transmission gates also adds loading to the bit line and in turn increases the access time. A different number of segments have been tried and simulated for the 1-Mb implementation. As is obvious from Table I, a segmentation of three or four will be preferred. The segmentation of four is finally chosen because its minimum access time will be relatively lower.


The circuits for the completion detection of read and write operations are shown in Figs. 2 and 3. respectively. 


To implement the control circuit, the control signals and the relationships between them should be defined. Externally, the control circuit should be able to:


1) handle the request signal (REQ), which triggers the read/write event;


2) handle the read enable signal (RW), which differentiates between the read and write operations;


3) generate the acknowledge signal (ACK.) to signify the end of operation.


Internally, for the read operation, the control circuit should be able to:


1) generate the precharge signal (PC) to precharge the bit-line load;


2) handle the read completion signal (RC) generated by the read completion circuit;


3) generate the enable signal for the read buffer (CR) to output the read data.


For the write operation, the control circuit should be able to:


1) generate the enable signal for the write buffer (CW) to input the write data;


2) handle the write completion input signal (WC) generated by the write completion circuit.


The signal transition graphs for the read and write cycles are shown in Fig. 5. The "+" sign means the transition from LOW to HIGH, whereas the "-" sign means the opposite. The control circuit is implemented based on the Boolean combination of these signals.





IV. SIMULATION RESULTS





The circuit was simulated by the HSPICE simulator. Since the control protocol of the proposed memory system is different from the conventional one, new timing specifications are defined and are applied in interpreting the simulation results. The idealized timing diagrams are shown in Fig. 6 with the timing specifications indicated. A 1-Mb SRAM without segmentation is used as a benchmark. Table II shows the significant timings of the benchmark circuit.


The demonstration design, 1-Mb SRAM, was also simulated, and the results are summarized in Fig. 7. As expected, the worst acknowledge times are slightly worse than those of the benchmark due to the transmission gate delay. However, the minimum read and write acknowledge times are as low as 11.92 and S.84 ns, respectively. Therefore, the segmented SRAM will operate faster on average in practice.





V. TESTING RESULTS





The simulated performance of the proposed asynchronous techniques can be fully observed by the simulation of one memory column. This idea is also applied in the test chip which consists of several columns of memory cells. Two types of sense amplifier were included: 1) the conventional five-transistors sense amplifier [13], [16]-[19], [22] and 2) the modified sense amplifier, which is formed by connecting the two inputs of two conventional sense amplifiers together, and the two outputs are connected to the two nodes of a ring formed by two inverters. We will concentrate only on the two columns using the modified sense amplifier. One column is used to test the proposed asynchronous techniques, whereas the other is used as a benchmark. The chip image of the asynchronous memory test chip is shown in Fig. 8. The test chip also includes a few chains of logic cells for timing analysis [23], [24]. The chip is fabricated by ATMEL ES2 0.7-^m CMOS technology with a die size of 3710 x 5870 /<irr. A total of ten chips were fabricated, and eight of them were tested to be functionally correct. All measured results are the average results taken from these eight chips.




















Fig. 4. Block diagram of segmented bit-line connection.








TABLE II





Timing parameters	Read completion	Read acknowledge	Write completion	Read acknowledge


(ns)	19.73	23.01	17.47	19.64

















Fig. 5. Read/write signal transition graphs.








According to the timing specification described in Fig. 6, it is not possible to measure the read acknowledge time directly. Instead, the time between the active edges of the request input and the read acknowledge output was measured. To obtain the actual read acknowledge time, the appropriate delays, which were estimated from the logic chains, were deducted from the measured values. Fig. 9 shows the measured read acknowledge times compared with the simulated results. The read acknowledge time varies from 16.51 to 26 ns. The difference between regions is not as big compared with simulation. This is very much due to the fact that the actual bit-line load is not as high as expected. This in turn reduces the dominating effect of the bit-line load.














Fig. 6. Timing diagrams of critical read/write control signals.











Fig. 7.  Simulated results.











Fig. 8. Chip image of the test chip




















Fig. 9. Comparison of read acknowledge time between simulation and measurement.











The write acknowledge time is very much governed by the delay elements in the MDCG circuit. These elements can be tuned by a voltage. The intention is to design the delay element so that its minimum value is less than the actual write time. Thus, the delay can be tuned up to achieve successful write operation. However, no realistic results could be obtained for write acknowledge time because successful write operations are always achieved even though the delay is tuned to the minimum. The only conclusion that can be drawn is that the write acknowledge time must be less than 9.52 ns (the minimum delay). The error in designing the delay elements reflects the inaccuracy in the simulation model parameters used.





VI. DISCUSSIONS





A segmented bit-line concept is suggested in an asynchronous SRAM design. This concept leads to two completion detection techniques, DVSCD and MDCG. Both techniques have been proved functional by simulation and a test chip. With the segmented load line, memory access time can be reduced by as much as 40"/o. The added delay due to the transmission gates can be obtained by subtracting the worst performance (region 1) from the benchmark performance. From simulation, this overhead is about 5 ns. In real life, this overhead is only about I ns from the measured results. Together with only about 1.2% increase in area, the segmented bit-line concept is certainly an attractive and simple means to design a truly asynchronous SRAM.











Fig. 10. An 8-Mb asynchronous memory system.








In the 1-Mb SRAM design, the sizes of the DVSCD and the MDCG circuits are 14342 and 21 879 /mr, respectively. These together represent less than 3% of the size of a memory column. The DVSCD circuit consumes 5-mA static current and 15-mA dynamic current. This kind of power assumption is manageable and can always be reduced by sacrificing speed. The power consumed by the MDCG circuit is minimal.


As described in Section III, the proposed 1-Mb system is assumed to be a basic unit for building SRAM systems. To form a larger memory block, several 1-Mb systems can be connected together easily through the use of multiplexers and decoders. To illustrate this, the connection for an S-Mb asynchronous memory system is taken as an example, which is shown m Fig. 10. All the data buses (I bit) and address buses (20 bits) of the 1-Mb systems are connected together. A multiplexer is used to combine the eight pairs of request and acknowledge signals, together to form one pair of request and acknowledge signals. In this way, this S-Mb asynchronous memory system can be used in exactly the same way as the 1-Mb design. The above explains how to use the 1-Mb design as a macro cell.


Since the memory access time of the proposed asynchronous memory system depends on the memory location, the average speed performance depends on how memory cells at different regions are accessed. Practically, only a certain percentage of the system capacity is required most of the time. Therefore, the speed can be optimized in general by allocating the nearest memory cells first (region 4) progressively toward the farthest memory cells (region 1). For the case when the entire 1-Mb memory matrix is needed, the speed can still be optimized in general by first dividing the data to be allocated into several classes according to the frequency of usage. Then, speed can be optimized by allocating the more frequently used data in nearer memory cells and the less frequently used data in farther cells. Conclusively, the way to optimize speed depends on various types of applications. It can be achieved by modifying the software program that runs the control unit.


The sense amplifiers are now placed at the end of the load lines. Performance can be fUrther improved if there is room in the middle of the bit line (memory column) to insert these amplifiers. This is something worth trying when one is designing a new asynchronous SRAM.





VII. CONCLUSIONS





We have defined the proposed asynchronous memory as one that can communicate with other asynchronous systems and is capable of generating the true read/write completion signals. The completion signal is generated by combining the concept of variable bit-line load with 1) the dual-rail voltage sensing completion detection method for read operation and 2) the multiple delays completion generation method for write operation. We have implemented the techniques in the 1-Mb SRAM with four regions of segmentation and four-phase Handshake Control Protocol. The techniques were first evaluated by simulation. New memory timing specifications were defined, and the benchmark memory simulation was performed for comparison. These techniques were also evaluated by the test chip. Conclusively, for the DVSCD technique, it is suitable for generating the read completion signal. It works well with the bit-line segmentation concept. It is not very area consuming, but the tradeoff between power and speed should be noted. The same can also be said for the MDCG technique. The proposed 1-Mb design can be used in various applications, and, in general, several 1-Mb SRAM's can be connected together easily to form a larger memory system. Also, the speed performance of the proposed memory can be optimized by smart memory allocation.
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