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Introduction

A synchronous system can be simply defined as a system with the presence of a global clock. A clock is an important feature because it regulates the synchronous system and allows for the movement of data through the system. An Asynchronous system lacks a clock but has other means available to regulate flow of data with success. There are certain aspects of both synchronous and asynchronous systems that can be beneficial and non beneficial. The presence of a clock allows for flexibility of control over the system, but can also be potentially problematic if the global clock is not functioning correctly with other components in the system. Particular characteristics of both systems will be introduced and examined as to better understand each system’s benefits and drawbacks. 

Synchronous systems

In synchronous systems, a global clock is used to regulate states and outputs of a given circuit. In Fig 1 (McPeak, pg 1), a block diagram is shown of a synchronous sequential circuit. The circuit is composed of a combinational circuit, which has the duty of performing the function of interest. In addition to the combinational circuit, there is an edge triggered memory device in the feedback loop of the synchronous system. The task of the memory device, also called a flip-flop, is to store information until it senses an edge of a clock where it will then pass the stored information on to the combinational circuit. The output port of the synchronous system consists of the output of the combinational circuit along with the next state information. In order for the system to operate correctly, the output bits of the combinational block must stabilize before the next clock cycle. Therefore, the delay of the combinational circuit must be less than the period of the global clock. The inputs to the flip-flops must stabilize before the clock edge occurs because the data will be stored once the memory device detects the edge of the clock. If the data stored is not stabilized, a junk state will be passed on to the combinational circuit. This junk data will cause the circuit to give erroneous outputs.  Hence, the input to the clocked flip-flop must stabilize before the clock period, in order for correct information to be passed on to the combinational circuit. 
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One of the most important delays in a synchronous system is that of the combinational circuit. As previously mentioned, the delay of the combinational network must be less than the period of the global clock. In other words, careful delay analysis of the combinational circuit must be considered in order to determine the worst-case path in the combinational circuit, which attributes to the maximum delay. 
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Figure 2 Cycle Time (Weste, pg318)

Another type of delay that is very important to clocked circuits is skew. Skew can be classified as a delay in sequential synchronous systems. In synchronous systems, clock waveform relationships are very crucial to functionality of the system. Parasitic capacitances and resistances on clock lines can cause unwanted skews in a given waveform. These unwanted skews could alter clock relationships by misaligning synchronized clock waveforms. Incorrect clock waveform relationships could alter or deteriorate the performance of the synchronous system. 

Flip-flops, which store and pass data, are activated by clock edges. It is during clock transitions that we can further analyze synchronous sequential systems. Clock transitions are not infinitely fast; rather they are finite in rise and fall times. This means that when a clock is transitioning from high to low or low to high, the flip-flops will then spend time in regions of the rise or fall time where the transistors inside the flip-flop might be all “on”. In most cmos designs the circuit is composed of a p-channel network and an n-channel network. The pmos device is activated “on” for a voltage low or “0”, where the nmos device is activated for a voltage high or “1”. When both the p and n-channels are “on”, current travels from the positive supply to the negative supply giving rise to power consumption (Weste, pg 233). This phenomenon is referred to as dynamic power consumption because it only occurs during clock transitions in synchronous systems. 

Benefits of Synchronous systems

Having a global clock in a system allows for flexibility. One of the most important benefits of having a global clock is that it can make testing simpler (McPeak, pg 9). The global clock can be designed such that it could be activated or deactivated. Having the flexibility of activating or deactivating the global clock allows synchronous designs to be easily characterized and or debugged. An example of a flexible global clock circuit is called the Timing or clock generator (Rabaey, pg 542). These circuits are located on chip and they produce adjustable clocks. Adjustable clock edges can remedy unwanted skews, alter or correct duty-cycles and even adjust rise/fall times. 

Another benefit in synchronous systems is that a technique called pipelining can be used to correct the problem noted earlier regarding the maximum delay of the combinational clock being the limiting factor in the speed of the synchronous system. According to “VLSI Digital Signal Processing Systems” by Parhi, a synchronous system can be altered in such a way as to reduce the maximum delay of the combinational block resulting in a possible reduced clock period (Parhi, pg 594). Figure 3 shows a pipelined system in which the combinational block is broken up into two parts, with a flip-flop in between the combinational blocks. This architecture allows each computation to occur in two clock cycles. Therefore, the results of the combinational block are available at the flip-flop output at every clock period. The insertion of the flip-flop between the combinational blocks reduces its maximum delay. This means that the speed of the synchronous system is not limited by the maximum delay of the combinational circuit; rather the speed of the synchronous system is a direct function of the clock period.  A smaller clock period suggests that we can operate the synchronous system at higher speeds.
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Figure 3 Synch. Pipe (Rabaey, pg518)

Lastly an important advantage in synchronous system is that most of simulation software available to designers is geared towards synchronous systems (McPeak, pg 9). Since most of industry uses synchronous based technologies, CAD tools have been designed to cater towards clocked systems. Sophisticated CAD tools, obviously allow the given designer to have the ability to simulate and guarantee that a design is fully functional without any design errors. Some examples of synchronous based CAD tools are: Cadence’s Verilog XL and spectre, LogicWorks and HSPICE.
Drawbacks of Synchronous systems

The drawbacks of synchronous system include the design of additional circuitry, which control timing waveforms and or skew related problems. However, if a timing generator is not used, the alternative is a clock distribution network that must be laid out in such a way as to counteract skews and unwanted delays. Using an on chip timing generator allows for many flexibilities, but at the same time additional circuitry can increase the chip size. This means that the overall cost of the chip goes up due to the increase in area. However if a timing generator is not used, the cost of the chip can be reduced since control circuitry is limited. For synchronous systems without timing generators, an on chip clock distribution network must be used in which all the clock lines must have equal delays. Fig 4. Shows an H-tree configuration. The lines represent clock routes with finite delays associated with them. Also shown in the figure are blocks, which represent circuits.  According to “Digital Integrated Circuit’’, by J. Rabaey, 

H-tree networks allow all clock delays to be equal since the geometry of the network forces equal line lengths for all possible clock paths. This means that each of the circuit blocks sense clock edges at the same time. Although all the clock lines have equal amount of delay, which prevents unwanted skews between clock waveforms, parasitic capacitances and resistances have also been increased. These parasitic capacitances and resistances will degrade rise/fall times by slowing them down. Additional clock buffers might be needed amongst the H-tree network in order to achieve higher rise/fall times. However the size and power consumption of the clock redistribution section of the entire chip can grow. This again can lead to higher cost.
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Figure 4 H-Tree Network (Rabaey, pg 519)

Asynchronous systems

We now begin our discussion of a different type of system named Asynchronous system. In figure 5, a block diagram is shown of an asynchronous system. The first major difference compared to the synchronous system is that there is no global clock. This is the reason why this system is called asynchronous. Like the synchronous system, it has a combinational block, which performs a given function. However, this system does not have an edge dependant element like the flip-flop. Instead it has delay elements, which have the duty of taking the output of the combinational block and passing the next state assignments to the combinational block through the feedback loop. Since there is no global clock, as soon the delay elements receive data, output information is passed on the combinational block after a known finite time delay. Unlike the synchronous system where state transitioning is regulated by a clock, the asynchronous system’s output is continuously changing. This means that output of the combinational block, which contains next state information and function results of the combinational block, is always being sampled by the delay element. Hence any type of unwanted transient called glitch on the input could cause an error at the output of the system. The transient at the input of the asynchronous system could also cause erroneous state assignment, which may cause the system to fail. 
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Figure 5 Combinational Sub network (Ellison, pg4-15)

There must be restrictions put on asynchronous systems in order for correct operation. The first restriction we put on asynchronous systems is called “fundamental mode “. In fundamental mode operation, our inputs to figure 5 are restricted to change only when our next state has stabilized. Since there is no clock in our system, a given input pattern might cause the machine to go through unstable states until it reaches a stable state where the machine will stop. When the machine has reached a stable state, it will be ready for the next input change. Another restriction that must be put on asynchronous systems is single input change. This means when the output of the combinational block has reached a stabilized state, the input bits can only change one bit at a time. Single input bit change restriction is used so that asynchronous systems can avoid race conditions between states. An example of a race condition could be if a transition has to be made from state 01 to state 10. This creates a race because 01 can go to 11 then to 10 or 01 can go to 00 then 10. Hence a race is created between state 11 and 00. There are two types of important race conditions that could occur in asynchronous systems. The race condition in the previous example was a non-critical race because the destination (10) was eventually reached. The counter part is a critical race in which the state can go to 11 or 00 and stay at that particular state. This means that the final destination was not reached. The result of a critical race is that the machine might not function since the system is stuck at some unwanted state resulting in an erroneous result (Ellison chapter 7). 

 Fundamental mode and single input restrictions are needed since they allow the asynchronous system to avoid state races, but unwanted glitches at the output of the function block can still occur (Ellison, pg 7-1). When a machine is given a single input change, the system will go through a series of transient states before a stable state is reached. In doing so, the output of the combinational block might toggle a few times before it reaches the final output value. These unwanted transient outputs are called glitches. Potential glitches are called hazards. In asynchronous systems there are many types of hazards. There are hazards associated with the combinational block, and there are also hazards due to the overall behavior of the asynchronous sequential system. 

Hazards associated with asynchronous sequential systems can cause the machine to oscillate between two states before a final stable state is reached. In some cases, the final destination can never be reached since the machine is oscillating between the two. When doing hazard analysis for asynchronous sequential systems, all relevant transitions (single input change) must be analyzed for the next state and output variables (Ellison, pg7-2). In addition, the combinational block must also be inspected for possible combinational hazards. Combinational hazard can be due to implementation of the SOP or POS system or the hazard can be due to the function itself. Hazards due to implementations can be fixed by altering the implementation, but functional hazards can only be fixed by the insertion of delay elements or the addition of a global clock. 

Another important characteristic of asynchronous systems that must be addressed is computation time or the speed of the system. In the case of synchronous systems, the maximum speed that could be achieved is a function of the worst-case delay through the combinational circuit. As analyzed in earlier sections of the paper, the combinational block has to have a stabilized output before a clock transition occurs. This means that the worst-case delay of the combinational block must be small enough so that the output of the block stabilizes before the next clock cycle. However in the case of asynchronous systems, the computation time is not dependant on the worst-case delay rather the speed of the system depends on the average delay of the combinational block (Auletta etal, pg179). This is a very important characteristic when computational time is an important factor in the design of asynchronous systems.

Benefits of Asynchronous systems

There are many benefits in Asynchronous systems. Some of these benefits are actual solutions to problems faced by synchronous or clocked systems. An important characteristic in pure asynchronous systems is that there is no dynamic power consumption. Having a global clock means that the entire systems will consume dynamic power because most of the components in the synchronous system dependant on clock edges. However in asynchronous systems, there is no global clock hence there is no dynamic power consumption. As noted in: “VLSI Digital Signal Processing Systems”, by Parhi, asynchronous systems do not have dynamic power consumption since they do not have global clocks. It is also indicated that asynchronous systems have the characteristic of going into power saving mode when they are not involved with computation. What this means is that power consumption only occurs at blocks within the whole system where computation is involved. These characteristics make asynchronous designs very attractive for low power applications.

In pure asynchronous systems, which are called self-timed systems, additional circuitry has to be built into the overall systems to place order and regulation in the network. Strict regulations help with most of the problems that plague asynchronous systems. Problems like race conditions between states and certain types of glitches at the output of the system can be better regulated so that the system can operate more efficiently. In order to better understand these additional circuits, asynchronous pipeline datapath theory must be addressed. According to “Digital Integrated circuits, Rabaey, asynchronous pipeline systems have the characteristic of indicating when a given computation is completed. The system also has the ability to initiate a new computation. Fig 6 shows a block diagram of an asynchronous pipeline datapath. As an input pattern arrives at the input of the system, a “request” signal to block A is raised. If block A is not active at that time, the block transfers the data and acknowledges this information to the input block. Block A is enabled by raising the “start” signal and after a finite time the “done” signal is activated indicating the completion of the data computation. It is at this point that the “request” signal is given to block B. If the function is available the “acknowledge” signal goes high. This is when the output from block A is transferred to block B and block A is permitted to execute the next computation (Rabaey, pg. 524). The “done” signal indicates that all outputs are stabilized and ready for input change. Also, the “acknowledge” and “request” scheme, which are reffered to as “handshaking protocols” allow for logical ordering of operation. The benefit of asynchronous pipelined systems is that they provide order and regulation for the entire system. These regulations allow the asynchronous system to avoid unwanted races and some potential hazards.
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Figure 6   Asynch. Pipe (Rabaey, pg.524)

Drawbacks of Asynchronous systems

As indicated by the previous section, asynchronous pipeline systems can be built to aid the system in regulating computations and other vital activities. However these extra circuits have to be included throughout the chip to ensure that the system is well regulated. This means that the area of the system will be large due to the addition of extra circuitry. Larger area leads to an increase in the cost of the entire system. An example of this drawback is discussed in an article titled “A Comparison of Synchronous and Asynchronous FSMD Designs” by Auletta, etal. In the article, a 16-bit factoring chip is implemented in both synchronous and asynchronous technologies.  The key comparisons are made in the field of area. The article indicates that when the chip is optimized for area, the asynchronous type is 5 times larger than the synchronous version. When the chip was optimized for speed once again the asynchronous type was 3 times larger in area than the synchronous implementation. Hence even if the synchronous systems have distributed clock lines throughout a given chip, the overall area might still be smaller than an asynchronous implementation with pipelines throughout the system.

Another drawback to asynchronous systems is there are few CAD tools available for asynchronous system analysis. Most of the tools in industry are catered towards synchronous designs because most of the products in industry are based on synchronous system technology. The most recent asynchronous CAD tools include: PETRIFY, TANGRAM, COSPAN, OCCAM, SIS, MEAT, ALCYON. According to “Design Flow and CAD Tools for Asynchronous Cells” by Cuche etal, Alcyon has the ability to perform a variety of different type’s analysis. For example, this tool can indicate if there are races in a given system. If there is a race in the system, Alcyon can even indicate if it’s a critical or non-critical race.  Even though CAD tools exist for asynchronous systems, there is only a handful when compared to the large variety of synchronous system based CAD tools.

Conclusion

The use of a global clock in synchronous systems allows for much flexibility, but has problems associated with it as well. Having a global clock can provide strict regulations over the system’s behavior, which will allow for correct operation. However, in synchronous systems clock relationship is very crucial and if not perfected could lead the system into malfunctioning. Timing problems like unwanted skews, degraded rise/fall times and dynamic power consumption are directly related to the clocked systems. In order to counter act some of the problems mentioned, an on chip timing generator or an on chip clock distribution network like the H-tree configuration must be considered. 

Asynchronous systems are different from synchronous systems in that a global clock is not a part of the system. In Asynchronous systems, the output is not clock dependant, which means that the system’s output is constantly changing. Some of the benefits of Asynchronous systems are actual solutions to problems that plagued synchronous systems. Dynamic power consumption was a problem for synchronous systems, but in asynchronous systems power is only consumed in areas of the system where computation is involved. However as indicated in earlier sections of the paper, asynchronous have problems associated with race conditions between states and unwanted transients at the output port of the system. In order to counter act problems like race and some hazards, restrictions must be put on the system. These vital restrictions include: fundamental mode operation and single input change. There is also a need for additional circuitry called asynchronous pipelining, so that data flow through the system is well regulated. 

In conclusion, all the problems and benefits of each system must be fully understood before committing to any particular system. Careful analysis must also be done in the areas of power consumption, speed, area and testability. Both systems have great benefits as well as severe drawbacks. If a selection has to be made between synchronous and asynchronous systems, all the vital benefits and drawbacks must be considered before any crucial decision is made.
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